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Optimum geometry is considered for axially symmetric radiationcooled ring fins. The underlying body is a long cylinder or prism with the fins arranged along it, and the problem can be considered in two dimensions, as in the case of a single fin [1-6].


Fig. 1
Fins with shapes in certain classes have been considered [1-5] in relation to optimal size, e.g., rectangular [1,2], triangular [3], power-law [4], and trapezoidal [5].

The variational problem has been considered [6] for the absolutely optimal shape for a planar fin with a given thickness at the edge. It is found that this shape initially coincides with the power-law form and then grades into a constant-thickness profile. The problem has thus been solved completely in the two-dimensional formulation.

A fin of the form shown in Fig. 1 may be used if the body is fairly short cylinder. Partial studies have been made on such fins, e.g. : performance of a fin of constant thickness [7], the weightoptimum size of such a fin [8], and a system of fins of constant width (rectangular cross-section) [9].

Here we consider the optimal form of an axially symmetric single ring fin whose thickness varies in accordance with a certain class of function.

1. Formulation. Consider a cylindrical body of radius $r_{0}$ cooled by a fin of variable thickness (Fig. 1), into which the heat enters uniformly through the base. The external space is a vacuum at absolute zero.

If there are no heat sources within the fin and the material is isotropic, we can use an $r-y$ coordinate system, in which $r$ is reckoned from the axis of rotation and $y$ is reckoned from the plane of symmetry of the fin.

Consider the steady state, with a constant temperature at the base of the fin, which is thin and varies slowly in thickness, so that the heat flux in the $y$ direction may be neglected relative to the radial heat flux.


Fig. 2

The equation of heat transfer along the fin is

$$
\begin{equation*}
Q=-4 \pi r y \lambda d T / d r \tag{1.1}
\end{equation*}
$$

and Stefan's law gives

$$
\begin{equation*}
d Q / d r=-4 \pi r \sigma e T^{4} \tag{1.2}
\end{equation*}
$$

where $y$ is half the thickness of the fin, $Q$ is heat flux along the fin, $\lambda$ is thermal conductivity, $T$ is temperature, $\sigma$ is Stefan's constant, and $\varepsilon$ is the emissivity ( $\varepsilon$ and $\sigma$ are taken as constants).

The optimum shape for a fin of minimum weight must provide a min. imum in

$$
\begin{equation*}
V=2 \int_{r_{0}}^{r_{1}} 2 \pi r y d r \tag{1.3}
\end{equation*}
$$

for given $Q_{0}$ and $T_{0}$; subscript 0 relates to quantities taken at the base of the fin, while subscript 1 relates to quantities at the outside edge. Introducing the new variable $\mathrm{x}=\mathrm{r}^{2}$, (1.1)-(1.3) become

$$
\begin{equation*}
Q=-8 \pi \lambda x y \frac{d T}{d x}, \quad \frac{d Q}{d x}=-2 \pi \sigma \varepsilon T^{4}, \quad V=2 \int_{x_{0}}^{x_{1}} \pi y d x \tag{1.4}
\end{equation*}
$$

We introduce the following dimensionless quantities:

$$
\begin{gather*}
Q^{\circ}=\frac{Q}{Q_{0}}, \quad T^{\circ}=\frac{T}{T_{0}}, \quad x^{\circ}=\frac{2 \pi \sigma \varepsilon T_{0}^{4} x}{Q_{0}}, \\
y^{\circ}=\frac{8 \pi \lambda T_{0} y}{Q_{0}}, \quad V^{\circ}=\frac{16 \pi \lambda \delta \varepsilon T_{0}^{5} V}{Q_{0}^{2}} . \tag{1.5}
\end{gather*}
$$

Then

$$
\begin{equation*}
Q=-x y \frac{d T}{d x}, \quad \frac{d Q}{d x}=-T^{4}, \quad V=2 \int_{x_{0}}^{x_{1}} y d x . \tag{1.6}
\end{equation*}
$$

The superscripts to dimensionless quantities are omitted here and subsequently.


Fig. 3
We take the boundary conditions in the form

$$
\begin{equation*}
x=x_{0}, Q=1, T=\mathbf{1} ; x=x_{1}, Q=0, T=T_{1}, \tag{1.7}
\end{equation*}
$$

in which $x_{1}$ and $T_{1}$ are not known in advance.
The problem may now be formulated mathematically as that of finding the $y(x), Q(x)$, and $T(x)$, together with $x_{1}$ and $T_{1}$, that give a minimum in (1.6) and satisfy (1.7).
8. Solution. We specify a certain form for $y(x)$. We consider three cases:
a) The case in which

$$
\begin{equation*}
y=y_{0} x_{0} / x \tag{2.1}
\end{equation*}
$$

where $y_{0}$ is an unknown constant to be found from the condition for optional V, which here takes the form

$$
\begin{equation*}
V=2 x_{0} y_{0} \ln x_{1} / x_{0} \tag{2.2}
\end{equation*}
$$

From the first two parts of (1.6) we have

$$
\begin{equation*}
d^{2} T / d x^{2}=T^{4} / x_{0} y_{0} \tag{2.3}
\end{equation*}
$$

An equation of this type has been derived [2] for the planar case for a fin of rectangular cross-section. We integrate in (2.3) and use the third and fourth boundary conditions in (1.7) to get

$$
Q=\sqrt{2 / 5 x_{0} \%_{0}\left(T^{5}-T_{1}^{5}\right)},
$$

$$
\begin{equation*}
\mathrm{B}(3 / 10,1 / 2)-\mathrm{B}_{8}(3 / 10,1 / 2)=\sqrt{10 / x_{0} y_{0}} T_{1}^{3 / 2}\left(x_{1}-x\right), \tag{2.4}
\end{equation*}
$$

which contain the unknown parameters $T_{1}, x_{1}$, and $y_{0}$; here $\theta=$ $=\left(T_{1} / T\right)^{5}$, while $B$ and $B_{\theta}$ are the complete and incomplete $\beta$ functions.

The other boundary conditions allow us to express $y_{0}$ and $x_{0}$ in terms of $T_{1}$ :

$$
\begin{gather*}
y_{0}=\frac{5}{2} \frac{1}{x_{0}\left(1-T_{1}{ }^{5}\right)} \\
x_{1}-x_{0}=\frac{\mathrm{B}\left(5^{3} / 10,1 / 2\right)-B_{7}(3 / 10,1 / 2)}{2\left(1-T_{1}^{5}\right)^{1 / 2} T_{1}^{3 / 2}}, \text { in which } m=T_{1}^{5} . \tag{2.5}
\end{gather*}
$$

Substitution of (2.5) into (2.2) leads us to minimize

$$
\begin{equation*}
V\left(T_{1}, x_{1}\right)=\frac{5}{1-T_{1}^{5}} \ln \frac{x_{1}}{x_{0}} \tag{2.6}
\end{equation*}
$$

subject to the condition of (2.5).
The problem has been solved for $x_{0}$ from 0.5 to 3 by steps $\Delta x_{0}=$ $=0.5$; the dot-dash lines in Figs. 2 and $4-6$ represent the optimum $T_{1}, x_{1}-x_{0}, y_{0}$, and $V$ as functions of $x_{0}$.

Consider the solution as $x_{0} \rightarrow \infty$. We see from Fig. 4 that $x_{1}-x_{0}$ decreases as $x_{0}$ increases, while $x_{1}$ increases, so $\left(x_{1}-x_{0}\right) / x_{1}=\delta$ becomes small for $x_{0}$ sufficiently large. We expand (2.6) as a power series in $\delta$ :

$$
\begin{gathered}
V=-\frac{5}{1-T_{I}^{5}} \ln (1-\delta)= \\
=\frac{5}{1-T_{1}^{5}}\left(\delta+\frac{\delta^{2}}{2}+\ldots+\frac{\delta^{n}}{n}+\ldots\right) .
\end{gathered}
$$

We retain only the early terms to get

$$
\begin{equation*}
V \approx \frac{5}{1-T_{1}^{5}} \frac{x_{1}-x_{0}}{x_{0}}, \quad\left(x_{1}=\frac{x_{0}}{1-\delta} \approx x_{0}+O(\delta)\right) \tag{2.7}
\end{equation*}
$$

It is readily shown [2] that we have to find a minimum in

$$
\begin{equation*}
F=\frac{5 L}{1-T_{2}^{5}} \quad \text { for } \quad L=\frac{\mathrm{B}(3 / 10,1 / 2)-\mathrm{B}_{9}(3 / 10,1 / 2)}{2\left(1-T_{1}^{5}\right)^{1 / 2} T_{1}^{3 / 2}} \tag{2.8}
\end{equation*}
$$

in order to determine the optimum planar fins of rectangular profile, for which the symbols of [6] are used.


Fig. 4
Comparison of (2.7.1) with (2.8.1) and (2.5.2), with (2.8.2) shows that the functions in the present case differ from those of [2] only in the factor $1 / \mathrm{x}_{0}$ for $\mathrm{x}_{0}$ sufficiently large, and this factor is not dependent on $T_{1}$. Then $T_{10 p t}$ for the present fin tends to 0.799 as $x_{0}$ increases, which is the value for a rectangular fin.
b) The case in which

$$
\begin{equation*}
y(x)=y_{0} \frac{x_{0}}{x} \frac{x_{1}-x}{x_{1}-x_{0}} . \tag{2.9}
\end{equation*}
$$

Then

$$
\begin{equation*}
V=2 x_{0} y_{0}\left(\frac{x_{1}}{x_{1}-x_{0}} \ln \frac{x_{1}}{x_{0}}-1\right) \tag{2.10}
\end{equation*}
$$

while (1.6) and (1.7) give

$$
\begin{gather*}
\frac{d}{d x}\left[\frac{x_{1}-x}{x_{1}-x_{0}} \frac{d T}{d x}\right]=\frac{1}{x_{0} y_{0}} T^{4}  \tag{2.11}\\
x=x_{0}, \quad \frac{d T}{d x}=-\frac{1}{x_{0} y_{0}}, \quad T=1 ; \quad x=x_{1}, \quad T=T_{1} \tag{2.12}
\end{gather*}
$$

Three of the conditions in (1.7) are obeyed exactly, since the fin has a sharp edge ( $x=x_{1}, y=0$ ).


Fig. 5
An equation of the type of (2.11) has been derived for a triangular fin [4], and the method of [4] will be applied.

We introduce a new unknown function $v$ and a new independent variable $u$, which are related to the old ones by

$$
\begin{equation*}
T=\gamma v(u), \quad u=\beta \frac{x_{1}-x}{x_{1}-x_{0}}, \quad\left(\frac{\beta}{\gamma^{2}}=\frac{\left(x_{1}-x_{0}\right)^{2}}{x_{0} y_{0}}\right), \tag{2,13}
\end{equation*}
$$

in which $B$ and $\gamma$ are constants to be determined. Then (2.11) and (2.12) become

$$
\begin{gather*}
\frac{d}{d u}\left(u \frac{d v}{d u}\right)=v^{4}  \tag{2.14}\\
u=\beta, \quad \frac{x^{2} y_{0}}{x_{1}-x_{0}} \tau \beta v^{\prime}(\beta)=1, \quad \gamma v(\beta)=1 ; \\
u=0, \quad \gamma v(0)=T_{1}^{\prime} \tag{2.15}
\end{gather*}
$$

in which a prime denotes the derivative with respect to $u$. We put $\gamma$ as

$$
\begin{equation*}
\gamma=1 / v(\beta) \tag{2.16}
\end{equation*}
$$

Then (2.12) and (2.13) allow us to put $y_{0}, x_{1}$, and $T_{1}$ in terms of $B$ :

$$
\begin{equation*}
y_{0}=\frac{1}{x_{0}} \frac{v^{5}(\beta)}{\beta v^{\prime 2}(\beta)} \quad x_{1}=x_{0}+\frac{v^{4}(\beta)}{v^{\prime}(\beta)}, \quad T_{1}=\frac{v(0)}{v(\beta)} \tag{2.17}
\end{equation*}
$$

In that case, the boundary conditions of (2.15) are obeyed exactly, no matter what the value of $v(0)$. We put $v(0)=1$; then $v^{\prime}(0)=1$, because the solution to (2.14) is regular at $u=0$.

It has been shown [4] that the solution to (2.14) subject to $v(0)=$ $=\mathrm{v}^{\prime}(0)=1$ may be put as the series

$$
\begin{gathered}
v=1+u+u^{2}+1.1111 u^{3}+1.2778 u^{4}+1.4978 u^{5}+ \\
+1.7775 u^{6}+2.1279 u^{2}+2.5638 u^{8}+\ldots
\end{gathered}
$$

whose radius of convergence is not less than 0.5 . We then have to find the $\beta$ such that

$$
\begin{equation*}
V=2 \frac{v(\beta)}{v^{\prime}(\beta)}\left[\left(x_{0}+\frac{v^{4}(\beta)}{v^{\prime}(\beta)}\right) \ln \frac{x_{0}+v^{4}(\beta) / v^{\prime}(\beta)}{x_{0}}-\frac{v^{4}(\beta)}{v^{\prime}(\beta)}\right] \tag{2.18}
\end{equation*}
$$

is minimal.
The $v$ and $v^{\prime}$ of (2.18) are

$$
\begin{gathered}
v(\beta)=1+\beta+\beta^{2}+1.1111 \beta^{3}+1.2778 \beta^{4}+1.4978 \beta^{5}+ \\
+1.7775 \beta^{3}+2.1279 \beta^{3}+2.5638 \beta^{8}+\cdots
\end{gathered}
$$

$$
\begin{aligned}
v^{\prime}(\beta)= & 1+2 \beta+3.3333 \beta^{2}+5.1112 \beta^{3}+7.4890 \beta^{4}+ \\
& +10.665 \beta^{5}+14.895 \beta^{6}+20.510 \beta^{7}+\ldots
\end{aligned}
$$

The computations were performed with a Razdan-2 computer; Fig. 3 shows the resulting optimum dependence of $B$ on $x_{0}$. The dashed lines in Figs. 2 and $4-6$ represent $T_{1}, x_{1}, y_{0}$, and $V$ as functions of $x_{0}$.


Fig. 6
As previously, the behavior of $x_{1}-x_{0}$ is such that (2.10) for $x_{0}$ large may be expanded as a power series in $\delta$ :

$$
\begin{gather*}
V=2 \frac{v^{5}(\beta)}{\beta v^{2}(\beta)}\left[\frac{\delta}{2}+\frac{\delta^{2}}{3}+\ldots+\frac{\delta^{n}}{n+1}+\ldots\right] \\
\left(\delta=\frac{x_{1}-x_{0}}{x_{1}}\right) . \tag{2,19}
\end{gather*}
$$

We take only small quantities of the first order of smallness to get

$$
\begin{equation*}
V=\frac{1}{x_{1}} \frac{v^{\prime}(\beta)}{\beta v^{\prime 3}(\beta)} \approx \frac{1}{x_{0}} \frac{v^{9}(\beta)}{\beta v^{\prime 3}(\beta)} . \tag{2.20}
\end{equation*}
$$

The optimization of a triangular fin has [4] been reduced to minimizing $\mathrm{v}^{9}(\beta) / \beta \mathrm{v}^{\prime 3}(\beta)$ subject to the conditions of (2.18), while the resulting $B_{\text {opt }}$ was 0.287 , so we may say that the optimum $\beta$ for the present case [fin of the form of (2.9)] will tend to 0.287 as $\mathrm{x}_{0} \rightarrow \infty$.
c) The case where

$$
\begin{equation*}
y=y_{0} \frac{x_{0}}{x}\left(\frac{x_{1}-x}{x_{1}-x_{0}}\right)^{\alpha} \tag{2.21}
\end{equation*}
$$

in which $y_{0}$ and $\alpha$ are unknown parameters to be found (as well as $x_{1}$ and $T_{1}$ ) by optimization. The functional is

$$
\begin{equation*}
V=2 x_{0} y_{0} \int_{x_{0}}^{x_{1}} \frac{1}{x}\left(\frac{x_{1}-x}{x_{1}-x_{0}}\right)^{\alpha} d x \tag{2.22}
\end{equation*}
$$

while (1.6) becomes

$$
\begin{equation*}
\frac{d}{d x}\left[\left(\frac{x_{1}-x}{x_{1}-x_{0}}\right)^{\alpha} \frac{d T}{d x}\right]=\frac{1}{x_{0} y_{0}} T^{4} \tag{2.23}
\end{equation*}
$$

which is readily integrated. The first and second conditions in (1.7) give the optimum $T(x)$ and $Q(x)$ :

$$
\begin{equation*}
T=\left(\frac{x_{1}-x}{x_{1}-x_{0}}\right)^{1 /(\alpha-2)}, \quad Q=\left(\frac{x_{1}-x}{x_{1}-x_{0}}\right)^{1 / 3(4 \alpha-5)} \tag{2.24}
\end{equation*}
$$

Then the optimum value of $\mathrm{T}_{1}$ is 0 .
The other boundary conditions allow us to express all the unknown parameters in terms of $\alpha$ :

$$
\begin{equation*}
x_{1}=x_{0}+\frac{4 \alpha-5}{3}, \quad y_{0}=\frac{1}{x_{0}} \frac{4 \alpha-5}{\alpha-2} \tag{2.25}
\end{equation*}
$$

It remains to determine the $\alpha$ that minimizes

$$
\begin{equation*}
\dot{V}=2 \frac{4 \alpha-5}{\alpha-2} \int_{x_{0}}^{x_{1}} \frac{1}{x}\left(\frac{x_{1}-x}{x_{1}-x_{0}}\right)^{\alpha} d x \tag{2.26}
\end{equation*}
$$

subject to (2.25), it being clear from (2.24) that $\alpha>2$ from physical considerations.

We introduce the new independent variable $t=x / x_{1}$ to transform (2.26) to

$$
\begin{equation*}
V=2 \frac{4 \alpha-5}{\alpha-2} \frac{1}{\left(1-t_{0}\right)^{\alpha}} \int_{t_{0}}^{1} \frac{1}{t}(1-t)^{\alpha} d t \tag{2.27}
\end{equation*}
$$

To find $V(\alpha)$ we may expand $1 / t$ as a power series in $(1-t)$. Then the integrand is a uniformly convergent series, which integrates to

$$
\begin{equation*}
V=2 \frac{4 \alpha-5}{\alpha-2}\left[\frac{1-t_{0}}{\alpha+1}+\frac{\left(1-t_{0}\right)^{2}}{\alpha+2}+\ldots+\frac{\left(1-t_{0}\right)^{n}}{\alpha+n}+R_{n+1}\right] \tag{2.28}
\end{equation*}
$$

It is readily shown that

$$
R_{n+1}<\left(1-t_{0}\right)^{\alpha+n} \ln t_{0}
$$

The solid lines in Figs. 3-6 show the optimum $\alpha$ as derived with a Razdan-2 computer from the $V(\alpha)$ for various $\alpha$.

The quantity $\left(1-t_{0}\right)=\left(x_{1}-x_{0}\right) / x_{1}=\delta$ is small for $x_{0}$ sufficiently large, so (2.28) gives

$$
V \approx 2 \frac{4 \alpha-5}{(\alpha-2)(\alpha+1)} \frac{x_{1}-x_{0}}{x_{1}} \approx 2 \frac{4 \alpha-5}{(\alpha-2)(\alpha+1)} \frac{x_{1}-x_{0}}{x_{0}} .
$$

Then (2.25) gives

$$
\begin{equation*}
V=\frac{2}{3} \frac{(4 \alpha-5)^{2}}{(\alpha+1)(\alpha-2)} \frac{1}{x_{0}} \tag{2.29}
\end{equation*}
$$

It is then readily found that $\alpha_{0 p t}=3.5$, which agrees with the optimal degree found for a power-law fin [4].
3. Conclusions. Figure 6 shows that $V$ decreases as $x_{0}$ increases, as is to be expected, since the heat flux per unit length of root at a fixed $Q_{0}$ then decreases.

Figure 6 also shows that the fin of (2.21) is the best of those considered. Such fins have very sharp edges, so it is better to consider a fin of the form of (2.9), which results in not more than $7 \%$ increase in weight for the $\mathrm{x}_{0}$ considered. A fin of the type of (2.1) increases the weight by not less than $25 \%$.

The line with circles in Fig. 6 is the optimum $V\left(x_{0}\right)$ for a ring fin of constant thickness (rectangular cross-section), as derived from [8]. It is clear that such a fin increases the weight by over $90 \%$ relative to the optimal forms.
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